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The ionization and dissociation energies of the different uranium and plutonium oxides have been measured
by mass spectrometry of molecular beams produced by Knudsen effusion at high temperature. The values
obtained constitute a set of self-consistent quantities, which are in agreement with the existing thermodynamic
data of these oxides. On the basis of the experimental molecular parameters, general formulas for the ionization
and dissociation/ionization cross sections due to electron inelastic scattering have been obtained for collision
energies up to about 60 eV. These formulas are sufficiently accurate to calculate the composition of equilibrium
vapor mixtures over UO2 and PuO2 from conventional mass spectrometric measurements.

I. Introduction

At high temperatures, the nonstoichiometric dioxides of
uranium and plutonium, and their mixed oxides, MO2(x, are
solid solutions of oxygen defects (vacancies or interstitials) in
a fluorite-type lattice. Noncongruent sublimation and, in the
uranium-rich oxides, a marked increase in the sublimation rate
at hyperstoichiometric compositions are the salient aspects of
the high temperature behavior of these compounds, which in
nuclear reactor applications may entail considerable technolog-
ical drawbacks. This problem was thoroughly investigated in
the past. Yet, while, from one side, a number of models have
been developed, based on theoretical approaches of various
complexity, experimental data remain scanty and imprecise at
high temperatures, where classical thermodynamic measure-
ments are difficult. Thus, most of the available experimental
data on equilibrium vapor pressure pertain to the total pressure.
Endeavors to analyze by mass spectrometry (MS) the equilib-
rium vapor in Knudsen-effusion experiments were only partially
successful: in all cases, only the pressures of UO2(g) and UO(g),
the major vapor species in the hypostoichiometric range in the
vicinity of O/U ) 2.00, could be measured with an adequate
precision, while the quantitative analysis of the other species
led to less precise or even dubious results. For the hyperstoi-
chiometric oxide, the situation is much worse, the data being
there almost conjectural. There are different reasons for this
failure, which are in part rooted in the nature of the examined
compound and in part in the analytical method. The example
of UO2 is in fact paradigmatic.

(a) The sensitivity of the equilibrium partial pressures of the
stoichiometrically noncongruent species (mainly of UO3(g),
UO(g) and U(g)) on the deviation from stoichiometry,x, of the
condensed phase is very high. This fact, as well as the difficulty
of adequately controlling the sample composition during
vaporization experiments, makes the vapor analysis uncertain.

(b) Whenever polyatomic oxide molecules are analyzed, the
problem is faced of interpreting the ionization and fragmentation
processes occurring in the mass spectrometer. One molecule
produces, for a given ionization process (e.g., electron collisions,
photon interactions, or thermal excitation), a typical spectrum
of ions, the so-called “signature”, which depends on the
ionization conditions. If these are kept constant, the analysis of

the signature makes it possible to deduce the original concentra-
tion of the molecule in the gas mixture. The problem becomes
more delicate if a mixture of original molecules is analyzed, in
which the mass of some components corresponds to that of one
of the fragments of larger molecules. In principle, the calculation
of the molecular fractions from the measured ion densities is
still possible, however, in practice, serious restrictions may arise,
entailing dramatic losses of precision, which may invalidate any
analytical approach. This difficulty is always encountered when
a quantitative analysis of the UOx vapor components is
attempted.

In this work, ionization and dissociation of vapors of uranium
and plutonium oxide were investigated with the aim of providing
the necessary database for deducing the actual concentrations
of the gaseous species MOx in an effusing molecular beam from
mass spectrometric measurements.

II. Experiment

Aim of the reported experiment was to obtain a set of mass
spectrometric measurements of well characterized equilibrium
vapor mixtures over UO2 and PuO2, and, hence (a) to work out
and check for self-consistency the relevant set of ionization and
fragmentation threshold energies for the main gas species in
equilibrium with solid UO2(x, from the trioxide to atomic
uranium, and (b) to deduce a semiempirical formula, from which
the original fractional compositions of the various species can
be calculated from the MS signals.

The major experimental difficulty was to produce a stable
molecular beam during a sufficiently long time to carry out a
full set of measurements at different ionization energies up to
60 eV (the typical useful range in MS measurements). An
effusion Knudsen cell was used to this purpose. Since, however,
the MS detection efficiency of a molecular beam of a condens-
able species is much lower than for gaseous species with
comparable ionization potentials, effusion rates were required,
which can be produced only at high temperatures. For instance,
in hypostoichiometricuranium dioxide, a sufficiently high UO
partial pressure can only be obtained above 2200-2300 K. On
the other side, in the more volatilehyperstoichiometricoxide,
production of a stable molecular beam of UO3 during measure-
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ment times of the order of 0.5 h requires an adequate control
of a high oxygen potential in the effusion cell, entailing serious
corrosion problems.

A. Setup.The setup used (Figure 1) consists of a water-cooled
housing with a resistance furnace (Tmax ) 3000 K) surrounded
by seven cylindrical thermal shields, closed at the top and the
bottom. The Knudsen cell (20 mm height× 10 mm diameter)
is placed on a special mounting, which can be lifted into the
furnace when this has reached the desired temperature (this
avoids useless residence of the sample in the furnace during
the long heat-up and degassing stage). A flexible capillary
connected at an ending small ceramic cylinder provides the cell
with a gas inlet controlled by an electronically steered micro-
valve. Depending on the fixed oxygen potential, a cell of
tungsten or thoria was used. At the top of the furnace, on the
central axis, a circular aperture of approximately 10 mm
diameter conveys the molecular beam effusing from the cell to
the upper flask of the housing. This is placed at only∼10 mm
from the deck of the outermost thermal shield; it consists of a
copper plate cooled by an independent circulating water loop.
A second diaphragm, above this copper plate, mounted on a
micrometricx-y table, gives the beam the access to an upper
chamber where the ion source of the mass spectrometer is
mounted. This is a quadrupole (Balzers QMA400) with 90° entry
angle.

The ions, separated according to their mass/charge ratio, are
detected electrically either directly by a Faraday collector (FC)
or through a secondary 17-stages electron multiplier (SEM).
The first has a limit of about 10-16 A for measurement times
of a few seconds. The SEM has a current gain of up to 108 and
is very rapid and effective; it requires, however, a correction
for mass discrimination. This is normally obtained by comparing
spectra of standard specimens taken with SEM and with FC. In

practice, though the SEM exhibits sufficiently stable amplifica-
tion factors, checks were made at frequent intervals.

A large cold trap with circulating liquid nitrogen (LN)
surrounds the ion source. A shutter, placed above the copper
plate diaphragm, is opened only during the effective measure-
ment time. The temperature is measured through a window
protected by a revolving set of optical glasses. At the top of
the instrument, a video camera, provided with a visible coaxial
laser beam, is focused on the hole of the cell, to help aligning
the effusing molecular beam with the entry hole of the ion source
of the quadrupole. Two parallel turbomolecular pumps produc-
ing a final vacuum of less than 10-9 Torr evacuate the furnace
vessel and the MS chamber. A third turbomolecular pump and
a powerful oil-free Leybold Dryvac pump provide primary
vacuum.

The entire setup, including the high-vacuum pumps, is
installed in a large glovebox under purified nitrogen atmosphere.

Thanks to the good vacuum, and to the presence of the very
effective LN trap, the rest-gas noise under the highest temper-
ature (3000 K) effusion conditions (mainly due to hydrocarbons)
could be reduced to ensure a measurement dynamic range of
not lessthan 5 orders of magnitude.

B. Measurements.The experiments were carried out at
temperatures between 1700 and 2500 K, on samples of various
stoichiometries.

The oxygen partial pressure in the rest gas could be easily
kept around the equilibrium values over the investigated
hypostoichiometricoxides, so that stoichiometry control of these
samples was not problematic.

For UO2+x (x e 0.15), the equilibrium pressure assumes a
sufficiently high value at 1700 K. At this temperature,p(UO3)
is up to 4 orders of magnitude higher thanp(UO2). To avoid
reduction due to noncongruent evaporation, a relatively large
oxygen partial pressure (∆G(O2)) -30 kcal/mol) was produced
in the cell with a buffer gas mixture of CO2/CO. Under these
conditions, though the heater and the thermal shields suffered
marked corrosion during the experiment, the sample, contained
in a thoria cell, exhibited a stable vaporization rate.

The measurements were normally started at the highest
ionization energy; this was then gradually decreased by keeping
the total electron beam current constant. This was controlled
by adjusting the current (and hence the temperature) of the
emission filament. This adjustment produces a variation of the
energy spectrum of the electrons, since these are accelerated
by a gun of relatively simple design. Altogether, electron
emission, simple electron optics, and in addition, space charge
effects produced a large offset between the applied cathodic
voltage and the effective electron energy spectrum. This was,
therefore, experimentally calibrated by taking the established
first ionization potentials of silver, xenon, and krypton as
standards, which cover an energy range from 7.5 to 24 eV. The
test revealed that the offset isnotconstant butincreaseslinearly
with the applied cathodic voltage. The offset measurements are
plotted in Figure 2. The straight line, defined by thethree
standard ionization energies, was used to check the appearance
potential of a number of gaseous species, extrapolating the
reference curve up to 35 eV. The results exhibit a sufficiently
good linear dependence (regression coefficientR ) 0.998) on
the cathodic voltage for further extrapolating the scale-up to
60 eV. The 95% confidence band about the regression line is
less than 0.1 eV over the interested interval.

In the calibration curve of Figure 2, both gases and condens-
able species are included. While mass spectrometer measure-
ments of gaseous species are very accurate and reproducible

Figure 1. Scheme of the setup. Legend: (1) Knudsen cell whith black-
body hole; (2) tungsten resistance coil; (3) chopper to stop the molecular
beam (reference noise diagram); (4) facilities to lift cell for fast heating;
(5) cold trap (LN) to reduce noise; (6) CCD camera to align the cell
and chopper holes; (7) quadrupole mass spectrometer; (8) thermic shield
(three tungsten and four tantalum shields); (9) revolving protection
windows; (10) inlet gas capillar; (11) linear pyrometer; (12)γ counter
with cold trap (LN); (13)â counter; (14) turbo molecular pump.
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over the explored range of energy, those based on ionization of
condensable molecular beams are subjected to larger random
fluctuations.1 However, the determination of the appearance
potential is sufficiently accurate also for these species; the error
is indicated in the graph by the horizontal bar. As an example,
measurements of the equilibrium vapors over UO2.15are plotted
in Figure 3.

III. Analysis

The faced problem consists in expressing the MS ion current
measurements,Sj, of the main vapor species of the vaporizing
oxide in terms of general parameters, i.e.,

wherexj is the real concentration of the neutral species〈j〉, σj
o is

the first ionization cross section of〈j〉 (the superscript “o” will
be omitted hereafter) for producing an ion〈j+〉, andσj

k is the
probability that this latter is alternatively formed by ionization/
fragmentation of a molecule〈k〉. Nj is the number of possible
mothers of 〈j+〉. A is a calibration constant of the mass
spectrometer.

If the matrix of all cross sections,σj
k, at a given collision

energyE is known, any set of MS measurements,Sj, can be
converted intoxj by solving equation system 1. Therefore,
providing once for all a general formula forσj

k(E), expressed
as a function of specific parameters for each species, pursues
the solution of the general problem.

A. The Function σ(E). Only highly simplified models can
provide a usable expression for the ionization cross section at
the impact energy,E. Even more problematic is the formulation

Figure 2. Offset of the ionization potential with respect to the applied cathodic tension in the MS electron gun. The arrows indicate the three
standards used for defining the interpolating straight line. The dashed lines define the 95% confidence interval if all points are accounted for.

Figure 3. Measured ionization efficiency of the equilibrium vapors over UO2.15 at 2200 K. UO3(g) is the largely dominant species. In the plotted
current range, UO2+, UO+, and U+ are only dissociation products of UO3. The solid lines represent the prediction of eq 4.

Sj ) A[σj
o.xj + ∑

k)1

Nj

σj
k(E)xk] (1)
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of the cross sectionsσj
k(E), corresponding to thedissociation

reactions of type “e- + 〈k〉 f 〈j+〉 + 2e- + oxygen”, which
may result from a number of possible interactions of the incident
electron with the quantum electronic states of the target
molecule.

Some remarks on the inelastic scattering models are in order
here, to justify the choice of an approximate expression forσ(E).

a. Ionization of HeaVy Atoms and Molecules.Let us start from
Bethe’s electron scattering model2 obtained from Born’s first
approximation of the hydrogen atom. The ensuing simple
expression forσ is rather transparent, being formally similar to
that obtained by Bohr3 using a classical (nonquantum mechan-
ical) treatment,

whereV is the velocity of the incident electron,z is the charge
number of the target atoms, andEi an average electron energy
loss per ionization event.4 In the first right-hand-side term of
eq 4, the argument of the logarithm defines a sharp threshold
at 1/2mV2 ) E ) Ei, whose physical meaning is that the inverse
of the collision pulse time must beat least equal to an
appropriate average frequency of the electrons in the target atom
corresponding to the energyEi.5

A somewhat more accurate treatment provides an expression
of σ in terms of the mean-square radius of the outer electron
shell 〈r2〉.

Despite the crudity of the original model, eq 2 is able to
provide a coarse fit to experimental ionization curves of a
number of heavy atoms and molecules. The parameterEj is
formally defined as aneffectiVe ionization potential. This
definition is adequate if ionization currents are analyzed in the
not-too-close vicinity of the appearance potential.6 In fact, the
experiment shows that, there, the dependence ofσ on E is
effectively linear. At higher energies above the threshold, the
slope markedly decreases, until at approximatelyE/Ei ) 2.7,
where the curve of eq 2 presents a maximum. It was, however,
very early recognized7 that, compared to eq 2, the observed
ion current vs energy shows in most cases a weaker dependence
on E at energies just above the threshold, and the maximum is
shifted with respect to that predicted by eq 2. The causes of
this discrepancy, which reside both in the limits of the model
and in the effective experimental ionization conditions, can be
summarized as follows.

(1) Numerical calculations, based on more realistic models
of the atomic structure of the target, lead to a less steep
dependence ofσ on E, the cross section increase beingnot
expressed in terms of the threshold energy of a single, virtual
transition atE ) Ej, but rather by a sum of contributions of
transitions with energiesEj

n, each one having a distinct weight
function,g.

If the energy loss of the projectile during the collision is small
compared with its initial energy,g is a nearly linear function
of the modulus of the variation of the momentum of the incident
electron and the simplified eq 2 is obtained. For larger electron
energy losses, however, the dependence onK strongly deviates
from linearity and eq 2 becomes less and less precise.

(2) In complex atoms, different low-lying ionization states
can be reached. Some of them may be only slightly above the
ion ground level, so that the ionization can take place along
different paths with distinct relative probabilities. If even at low
collision energies a significant fraction of ions is formed in
excited states, the apparent ionization potential is higher than

that referred to the ion ground state, and a negative compensation
of the measured ionization potential may be necessary.

(3) Furthermore, if condensable target atoms are produced
in a high-temperature source, some of them may have been
excited into metastable states, whose half-life is long enough
compared with the atom flight time. In this case, the measured
ionization potential must be corrected for the positive energy
shift of the initial state. Mann8 gives an example of an
approximate correction for thermal excitation of uranium;
starting from the compiled levels of the uranium atom, he
calculated the fractional population in metastable states, as well
as the probability of the (four) main ionization paths. This
correction term was estimated for the investigated molecules
and applied to our data. For instance, at 2000 K, the resulting
shift of the appearance potential, including that of point (2), is
of the order of 0.1-0.2 eV.

(4) Since the electrons of the beam are emitted by a filament
at temperatureT, they are expected to exhibit a Maxwellian
energy distribution. This has an influence on the apparent
collision cross section, for which a correction can be estimated.
Straightforward calculations lead to the approximated formula

A finite cross section is therefore predicted down to energies
2RTbelow the threshold energy. Furthermore, eq 3 predicts a
constant shift (the order of 0.5 eV) of the zero of the appearance
potentials in the energy scale. This correction is, therefore,
automatically accounted for in the assessment of the effective
energy scale reported in section II.B.

The effects described in points (1)-(4) can be regarded as
perturbations affecting the relation between the empirical ion
appearance potential and the defined ionization energy. The last
to be examined is that caused by nonideal impact conditions in
the ionization chamber (e.g., effective electron energy distribu-
tion, space charge disturbance, electrical field penetration, and
boundary effects).

(5) As mentioned in section 2, when a cathodic voltageE0 is
applied in the MS ion source, electrons are produced which
can collide with atoms with energies ranging from a distinct
maximum to much lower values. Though, whenE0 is varied,
thetotal electron current is maintained constant, one can expect
that thefractionof electrons possessing a given energyE varies
with E0 according to a continuous functionf(E,E0). Knowing
this function would enable the average cross section for a
threshold ionization energyEi to be calculated as

where Eh is an effective energy, which is near toE. The
introduction of the cumulative functionF(Eh) formally maintains
in eq 4 a net truncation of the cross section atEh ) Ei, implying
identity between theeffectiVe ionization energy and the empiri-
cally observed appearance potential.

Endeavors were first made to evaluate eq 4 by assuming
different expressions of the weight functionf(x), with the intent
of providing a general criterion for evaluatingEh from the
cathodic voltageE0. For f(x) corresponding to conjectural
classical distributions, the agreement with the experiment was

σ )
4πz2e4a0

V2mEj

ln(V2m
2Ei

) w
A

EEi
〈r2〉ln(E

Ej
) (2)

σ(E ≈ Ei) = const
E - (Ei + 2RT)

Ei
(3)

σj ÷ ∫Ej

E
A〈ri

2〉
ln(E/Ei)

EEi
f(E) dE ≡

A〈ri
2〉

ln(Eh/Ei)

EhEi

(Eh - Ej)F(Eh, Ej) (4)
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generally mediocre.9 In the absence of concrete arguments, we
eventually simply definedEh as the difference between the
cathodic voltage and the corresponding offset plotted in Figure
2. This entails that eq 4 doesnot account for any “tail” of the
cross section at energies belowEi..10

Having defined the effective energy,Eh, enablesF to be
expanded in a Taylor series of powers ofEh andEj:

whereCn andCn
/ are constants. To this point, the question may

be raised whether eq 5 still contains more physical information
than any arbitrary spline function. In fact, a sufficiently precise
fitting of eq 5 to thewhole setof our experimental data is
feasible by truncating the series just at the linear terms. The
resulting dependence ofF on the threshold energy is, therefore,
very simple. For instance, all the measured ionization processes
(i.e., including fragmentation) can be conveniently described
by the cross section of eq 5, with only thetwo empirical
coefficients ofEh andEj (the constant term can be collected in
factor A and taken equal to 1). We obtained

The simplicity of functionF was of course not granted a priori;
actually, it represents an experimental finding, which proves
the suitability of eq 4.

b. DissociatiVe Ionization of MOn Molecules.The above-
mentioned considerations can also be applied to the ionization
of the investigated oxide molecules. Though the electronic
molecular structure ofMOn consists of a great number of
complex states, the limits and the restrictions in the definition
of the molecular ionization energy and the respective cross
section are analogous to those encountered in heavy atoms.

Moreover, at a certain threshold collision energy, a molecule
MOn can undergo a vertical transition to an ionic state MOn

+,
with an excitation energy which can be large enough to produce
a dissociation into M+ + nO, whereby the fragments have a
kinetic energy distribution very near to zero.11 In more energetic
collisions, the transition may lead to a repulsive state where
the same fragments are produced with considerable kinetic
energies. The definition of the ion appearance potential for these
events is, therefore, more articulate than in the case of atomic
ionization; depending on the extent of the Franck-Condon
region of the ground state of the target molecule and on the
state attained after electron collision, a sequence of appearance
potentials,Ea, may be observed defined by

where the symbols are self-explainatory.
A plethora of theoretical dissociation/ionization models have

been attempted for simple molecules, but with mediocre success.
The complexity of the situation in the case of the U-O system
is well described in a paper by Fite et al.,12 where the associative
ionization collisions between uranium and oxygen are investi-
gated at thermal energies. The situation is more complicated at
higher collision energies, where additional chemi-ionization
reactions are considered (e.g., rearrangement ionization, electron
transfer).13 In practice, even the most sophisticated chemielec-
tron and photoelectron spectroscopic methods (see also refs 14-
16) are unable to provide a complete picture of these complex

ionization processes. Therefore, the published data on dissocia-
tion energies of MOn have been up to now obtained from mass
spectrometry measurements based on a simple analysis.

Finally, only the experiment can tell us how far does the first
appearance potential of an ionic fragment fall with respect to
the sum of the respective dissociation and ionization energies
of the mother and how regular is the trend of the functionσ(E)
at higher energies. In reality (see section III.A), the observed
dissociative ionization cross sections for the oxides of uranium
and plutonium up to 100 eV exhibit an energy dependence
analogous to that of primary ionization. Furthermore, the
observed thresholds effectively coincide, within the experimental
error, with the sum of the corresponding chemical dissociation
enthalpies and the ionization energies. On the basis of this
observation, eq 5 is found to provide a sufficiently accurate
description of the dissociation/ionization cross section as a
function of the electron collision energy.

In conclusion, this function provides a general17 expression
of the matrix of the collision cross sections of the possible
ionization events appearing in eq 1 and makes it possible to
analyze the mass spectrometric signature of a given MOn

molecule. Hence, the initial purpose of providing a general
solution method of eq 1 for any set of MS measurements at
arbitrary collision energies is herewith accomplished.

The question remains, however, open, how the effective
threshold energies used in eq 5 differ from the various rigorously
defined ionization energies. Of the five points examined in the
preceding sections, the energy shifts produced by the perturba-
tions mentioned in points (4) and (5) have been automatically
taken into account in the calibration of the energy scale. As for
the effect discussed in point (1), the influence of the electronic
configuration of the ground state of the molecule on the energy
dependence ofσ in the vicinity of the threshold may entail an
intrinsic difficulty in the interpretation ofEj. Yet, the effective
value of Ej appearing in eq 5 is clearly defined, and is not
affected by these considerations.

Regarding points (2) and (3), the thermal excitation of
molecules and ions at the temperatures of our experiments
produces a shift of the apparent ionization potential. The
published data on the ionization energies of uranium oxides
obtained by mass spectrometry are not compensated for this
effect, whose correction is expected to be smaller than the
experimental error (see, e.g.. ref 18). In this work, the ap-
proximate calculations of the ionization energy shift in thermally
excited U atoms8 have been applied also to the UO and UO2

molecules. To this purpose, we have used the calculated
relativistic vertical ionization energies published by Allen et
al.19 The resulting thermal excitation correction of the ionization
energy at 2500 K is, in both cases, below 0.1 eV. These
corrections, which have little significance in the first ionization
potentials of UO and UO2, are probably also negligible in UO3
(Ei ≈ 10. eV), whose electronic states are, however, unknown.

c. Electron Affinity.Among the molecules examined here,
UO3 has a very high electron affinity,EA ) 5.2 eV (a similar
electron affinity was also measured in UF6, a thoroughly
investigated hexavalent uranium compound20,21). Molecules
exhibiting a large electron affinity have a relatively large positive
ionization potential compared to the dissociation energy. When
the threshold energies of these two processes are too close, the
probability that dissociation takes place instead of ionization
can be large, depending on the configuration of the excitation
states of the ion. In the case of UO3, the measured ionization
potential is only of a few tenths of an electronvolt lower than
the dissociation potential. Consequently, the ionization cross

σj i ) A(Eh - Ej)∑
n)0

∞ 1

n!
(CnEh + Cn

/Ej)
n〈ri

2〉
ln(Eh/Ei)

EhEi

(5)

C1 ) -0.0153; C*1 ) 0.226 (6)

Ea(A) ) Ediss(MOn) + Eion(M) + Eexc(M
+)

+ Ekin(M
+) + ∑Eexc(O) + ∑Ekin(O) (7)
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section is expected to be a small fraction of the capture cross
section. We have therefore assumed that

whereσi
o is given by eq 5 andK is an empirical constant to be

deduced from the experiment. This assumption was validated
by several measurements carried out on gas mixtures containing
UO3 in different concentrations.

IV. Discussion

A. Uranium Oxide. Mass spectrometric measurements of
stable and well-characterized molecular beams produced by
Knudsen cell effusion at temperatures above 2200 K were
analyzed to obtain a self-consistent set of parameters to be fed
into eq 5. The results are collected in Table 1a and Figure 4,
where for each neutral species the energies required to produce
the various ionized or neutral fragments are given in electron-
volts per target molecule. In Figure 4, the numbers printed in
bold characters represent the measurements obtained in this
work, while the others have been obtained as differences from
the corresponding reactions. The data set is, therefore, self-
consistent. The values are averages over different measurements;
the errors range from(0.1 eV for primary ionization to(0.3
eV for dissociation/ionization processes. The values of the
electronic shell radii are taken from refs 22-23.

a. U+. The measured first ionization energy of U (6.15(
0.05 eV) is within 2% in agreement with the average worked
out by Gurvich24 from more precise determinations based on
optical measurements (6.193( 0.002 eV).25-27

b. UO2
+. The ionization potential of UO2 (5.4 ( 0.1 eV)

coincides with that, mostly recommended, of Rauh and Ack-
ermann.18 However, the appearance potential of UO2

+ in MS
measurements reported in the literature ranges from 4.3( 0.6
eV to 5.5 ( 0.04.8,28-31 This shows that, depending on the
analytical method adopted, the appearance potential can be very
close, as in our case, or significantly lower than the ionization
energy. The value of the ionization potential of UO2 recom-
mended in Gurvich’s Tables24 is 5.44( 0.25 eV, whereby the
assessed accuracy is almost 2 orders of magnitude lower than
for elemental uranium.

c. UO+. The obtained first ionization energy of UO is 5.6(
0.1 eV, the same value found by Rauh and Ackermann. The
same ionization energy is obtained by applying to the appearance
potential of UO+ measured by Mann the corrections for the
excitation reported in sections III.A.a.2 and III.A.a.3.

d. UO3
+. Our appearance potential of UO3 (10.8( 0.2 eV)

is between 11.1 eV reported by Pattoret et al.28 and 10.6 eV by
Rauh and Ackermann. The corrections of section III.A.a can

only be roughly estimated for this molecule; the first ionization
energy can be placed in the interval 10.7( 0.25 eV.

e. Ionic Fragments. The appearance potentials of the various
ionic fragments measured in this work are reported in Table
1a. The same data are shown in Figure 4a. The threshold
energies for dissociation of theneutral moleculesare calculated
from the appearance potentials of the respective ions produced
as fragments (see the figures at the right-hand-side of Figure
4a). These latter are in good agreement with the thermodynamic
values of the total atomization energies of the reactions UOm

f U + mO, reported in Gurvich’s tables.24 This agreement is
particularly significant, as it corroborates the existing data of
the uranium oxides, which so far have been assigned, in the
TPIS tables, the low-precision class “VI-F”.32 This is especially
significant for UO3, whose dissociation energy is more uncertain;
we obtainedD(UO3) ) 21.6( 0.3 eV, compared to published
data between 20.8 and 21.8 eV.33 The same good agreement is
found for the dissociation of UO (7.81( 0.1 eV), for which
there exists only one direct measurement (7.7 eV) by De Maria
et al.34 (a slightly different value ofD(UO) ) 7.5 eV was
recalculated by these authors from Chupka data35). Finally, the
dissociation energy of UO at 2000 K calculated from the
thermodynamic measurements of Ackermann and Thorn36 varies
between 7.7 and 8.2 eV.

f. The Yield Factor K.Finally, the attenuation factor,K, was
measured for the first ionization cross section of UO3; this was
evaluated from several effusion experiments of largely hyper-
stoichiometric UO2+x, obtaining as an average

This means that,at any energy Ej 60 eV, only approximately
36% of the collisions with UO3 molecules lead to a positive
ion formation, while the rest results into a dissociation into
neutralfragments. Some specialists, aware of the low ionization
yield of UO3 with respect to the other uranium oxides, suggested
disparate, sometimes extremely low values ofK. Spurious results
were mainly due to the difficulty of producing a well-
characterized vapor with stable UO3 partial pressure. In our
experiment, the value of this factor was checked in several
noncongruent vaporization experiments, where UO2+x samples
were progressively reduced by sublimation of oxygen-rich vapor
mixtures. The value ofK reported above accounts sufficiently
well for the measured composition of the ionic species.

The set of the measured ionization/fragmentation energies
have been inserted, together with the value of factorK, in eq 5
to fit all the MS measurements performed on molecular beams
of various compositions and different ionizing electron energies.

An example is shown in Figure 5, where the apparent
composition of the uranium-bearing ionic species over UO2.10

TABLE 1: Measured Formation Energies of Ions and Neutral and Positive Single-Charged Fragments

(a) UOx

mother/daughter 2x〈r2〉 (au) U+ U UO+ UO UO2
+ UO2 UO3

+

UO3 7.8 27.6( 0.3 21.6 19.3( 0.2 13.8 11.3( 0.2 5.9 10.8( 0.2
UO2 7.2 21.7( 0.3 15.7 13.4( 0.2 7.9 5.4( 0.1
UO 6.5 13.9( 0.2 7.8 5.6( 0.1
U 5.5 6.1( 0.05

(b) PuOx

mother/daughter 2x〈r2〉 (au) Pu+ Pu PuO+ PuO PuO2
+

PuO2 7.4 19.2( 0.3 13.1 12.8( 0.2 6.2 10.1( 0.1
PuO 6.6 13.0( 0.2 6.9 6.6( 0.1
Pu 5.6 6.1( 0.05

K ) 0.363(0.005 (9)

σi(UO3) ) Kσi
o (UO3) (8)
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at 1700 K is plotted as a function of the ionizing electron energy.
It can be seen that even at low ionization energies, a substantial
correction is needed to obtain the right composition of the vapor
from MS measurements.

B. Plutonium Oxide. The measured ionization potential of
Pu+ (6.10( 0.05 eV) agrees with the value recommended by
Gurvich,24 which is near to the most accurate optical measure-
ments of Sugar37,38 (this value is, however, up to 5% higher
than those of other authors39,40 and substantially differs from
the oldest measurement of Berthelot (5.5 eV)41).

The results for plutonium oxide are collected in Table 1b
and Figure 4b. For comparison, the only published data are those
obtained from the Argonne National Laboratory;42-45 our
measured ionization energies of PuO2 and PuO are higher,
respectively, 10.1( 0.1 eV (instead of 9.3( 0.2 eV) and 6.6
(0.1 eV (instead of 6.2 eV).46 The ionization energy of PuO2

is near to that of UO3. However, whereas the dissociation energy
of UO3

+ is only 0.5 eV, that of PuO2+ is 2.7 eV. This explains
why, despite the large ionization energy, for PuO2 we found a
factorK = 1 (note that the electron affinity of PuO2 is only 0.9
eV, against 5.2 eV of UO3).

From the appearance potential of PuO+ by dissociation of
PuO2 (12.8 eV), and of Pu+ from PuO (13.0 eV), we deduce a
dissociation energy for PuO2 f PuO + O of 6.2 eV and for
PuO f Pu + O of 6.9 eV; both values are very close to the
recommended formation enthalpies (respectively, 6.24 and 6.85
eV). These data are corroborated by the measured appearance
potential of Pu+ fragments from PuO2 dissociation (19.2 eV),
which is in line with the latter. The precision of our data is of
the order of 0.1 eV. The uncertainty due to the energy scale is
of the order of 2%; this error, however, affects to a much lesser
extent the dissociation energies obtained by difference. As an
example, Figure 6 shows the MS measurements of Pu+ effusing
from a PuO1.6 sample, at different ionization energies. The three
stages, respectively, governed by ionization of atomic Pu(g),
fragmentation of the monoxide (the major species in this case)
and of the dioxide, are indicated by the curves in the figure.

Our results show that, contrary to uranium, atomic plutonium
has lower ionization energy than the monoxide. In the above-
mentioned reference, Rauh and Ackermann observed that
monoxides are generally more easily ionized than the respective
metal; in this context, however, calcium and hafnium represent

Figure 4. (a) Measured formation energies of neutral and positively
charged uranium oxides. (b) Measured formation energies of neutral
and positively charged plutonium oxides.

Figure 5. Composition of the ions in the equilibrium vapor over UO2.10

at different ionization energies.

Figure 6. Ionization curve of Pu+ as a function of electron energy of
the equilibrium vapor over PuO1.6. The major species here is PuO,
whose dissociation produces a large amount of Pu+ above 16.2 eV.
The full lines represent the contributions from the primary ionization
and from the two dissociation stages of PuO and PuO2, respectively.
In the ordinate scale the suffix “p” is for pico, and “f” for femto.
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clear exceptions. Apparently, plutonium exhibits the same
behavior as the latter elements. This is likely connected to the
very strong f-p hybridization in the oxygen-plutonium bond-
ing,47 which is also responsible for to the observed high stability
of PuO2, whose saturated bonding entails a very large ionization
energy (10 eV. compared to 5.4 eV of UO2).

V. Conclusion

Two results were obtained in this work.
(i) First, a complete set of ionization/fragmentation energies

of the uranium and plutonium oxides was obtained and
compared with the existing thermodynamic data.

(ii) Second, it was found that these energies can be used as
fitting parameters of a relatively simple function, which provides
a general expression of the effective cross section of all the
observed ionization and fragmentation processes at different
electron collision energies. Particular examples are as follows.

(a) Though the cross section formula contains an empirical
normalization function, it can be generally applied to calculate
the number of ions and ionic fragments produced by electron
collisions in the range up to∼60 eV.

(b) With reference to the problem presented in the Introduc-
tion, we have finally shown that MS measurement of mixtures
of MOn gas molecules can be analyzed even in the presence of
significant fragmentation processes. The accuracy of the result-
ing concentrations of the neutral species is not worse than that
obtained by using reference gas mixtures (what is rarely
possible).
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